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The purpose of this algorithm is to join together objects (e.g., animals) into successively larger clusters, using some measure of similarity or distance. A typical result of this type of clustering is the hierarchical tree. 
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Content of this Presentation
Basics to understand Causes and Effects as 

described by Statistics

Elements of Cluster Analysis and Factor (Principal 
Component) analysis

Examples of Linear Regression and Others on 
Request
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What is the purpose?

Summary of Statistical Methods applied in the course 
and possibly relevant for a “WebQuest” exercise: 

o Cluster analysis

o Factor (Principal component) analysis

o Linear regression  

o Regional Statistics  

o Others on request
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Something done in the course  - but not 
reviewed so far

Descriptive Statistics for Samples

Discrete Example

Continuous Example

Centre of a Distribution

Comparison of Mean, Median, and Mode 

Spread of a Distribution 
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Some Basics: Sampling

We may restate the definition of simple random 
sampling in more mathematical terms for future 
reference:

A simple random sample is a sample whose n 
observations X1, X2, . . . , Xn are independent. The 
distribution of each Xi is the population distribution 
(with mean μ and variance σ2).

18/06/2013 Klaus Röder - Consultant 6

The Central Limit Theorem

The central limit theorem: As the sample size n increases, 
the distribution of the mean x¯ of a random sample taken 
from practically any population approaches a normal 
distribution (with mean μ, and standard deviation ) 

μ = x¯ ± a sampling error

The crucial question is: How wide must this allowance for 
sampling error be?
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Sampling Errors

We may restate the definition of simple random 
sampling in more mathematical terms for future 
reference:

A simple random sample is a sample whose n 
observations X1, X2, . . . , Xn are independent. The 
distribution of each Xi is the population 
distribution (with mean μ and variance σ2).
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The Sample and the Bell curve 

Normal distribution 
of the sample mean 

around the
fixed but unknown 

parameter μ. 95% of 
the probability is

contained within 1.96 
standard errors



18/06/2013

18/06/2013 Klaus Röder - Consultant 9

Necessary Characteristics of a Sample

A Sample has to be

• Sufficiently big (enough sampled elements)

• It has to contain randomly selected elements

After this we can make tests (Ho = no difference) or 
predictions about mean and variance

This does not tell anything yet about a validity of a 
prediction
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Cause and Inference

Cause / Causality is the relationship between an event 
(the cause) and a second event (the effect), where the 

second event is a consequence of the first. 

Inference deals with associations, relationships, 
correlations, etc.--but NOT with causal connections--

between variables. Causality cannot be measured, 
determined, or established by observation alone. 

Additional inputs are required to infer a causal connection 
or inference. So an associative inference might be causal 

or not 
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Our assumption about inference

We might determine (statistically) an inference between 
events (e.g. rainfall and losses) but this associative 

inference might be causal or not 

Rainfall

River Gauges

Protective measures

Losses

Human Lives, 
Agriculture, 

Infrastructure, 
Economic

Might be 
related but 
might not 

be caused. 
So we skip 
the word: 
Cause 

18/06/2013 Klaus Röder - Consultant 12

An assumption to prove statistically

There is an inference between

Rainfall
River Gauges
Protective measures

Losses
Human Lives, Agriculture, 
Infrastructure, Economic

and

What to do?
1. Does the assumption make sense?
2. Collect data with respect to sample theory 
3. Choose a statistical method / technique to discern inferences
4. Develop model 
5. Can you verify the model in reality? 
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Does the assumption make sense? ü

Collect data with respect to sample theory (30 years of 
rainfall and 
casualties) ü

Choose a statistical method / technique to discern 
inferences

Correlation

Develop model Linear 
Regression

Can you verify the model in reality? To be shown

An exercise to prove this assumption
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Correlation is used frequently in the very general sense 
that two or more variable depends from each other 
somehow.
Let’s assume we have an indicator of the magnitude of 
disasters (e.g. number of casualties) and another 
variable, e.g. the rainfall again. Let us try to put these 
two variables in a scatter plot 

Correlation (1)
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The Scatterplot

Correlation (2)
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The Pearson’s correlation coefficient r

Correlation is a measure of the relationship between 
two numerical Y variables, or sets of variables.
The correlation coefficient (r) is a measure of the 
strength of the correlation; it varies from -1 (perfect 
inverse correlation) through 0 (no correlation) to +1 
(perfect positive correlation).

Correlation (3)
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The Results of the correlation matrix

So we conclude from plot and calculation, that there is a weak 
relationship between the two variables but far from the 
assumption that rainfall alone is “causing” floods. (A correlation 
greater than 0.8 would be described as strong, whereas a 
correlation less than 0.5 would be described as weak 

Correlation (4)
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The linear regression explains the variation in one 
variable, a dependent numerical variable (Y), in terms of 
one or more predictor variables, independent numerical 
variables (X1, X2, ... , Xm). It assumes a linear (straight 
line) relationship between the dependent variable and 
the independent variable(s) of the form

Y = a + bX

Linear Regression (1)
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As a simple mathematical model, it will be useful as a 
description, or as a means of predicting the yield Y for a 
given amount of fertilizer X. Initially we restrict the 
discussion exclusively to how a straight line may best be 
fitted.
Since yield depends on fertilizer, yield is called the 
"dependent variable" or "response variable" Y. We refer 
to fertilizer as an "independent variable" or "factor," or 
"regressor" X .

Linear Regression (2)
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the general Formula of the trend or regression line will be Ŷ = a + 
b*X , a is called the intercept, b the slope

For the example Ŷ = 2.521 + 0.0041*X is calculated

Linear Regression (3)
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If our model is a good explanation of the relation 
between the independent and dependant variables, you 
can use the coefficients to forecast the value of the 
dependent variable. (b = increase in Y if x is increased by 
one unit)
The Coefficient of determination (R2) explains by the 
variability in the dependent variable(s) X. Usually this 
is an indicator of the “quality” of the model. The 
adjusted R2 should be used for comparisons of 
different regressions. 

Linear Regression (4)
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Multiple Regression

Multiple regression is the extension of simple regression, 
to take account of more than one independent variable X. 

In our example a better prediction of yield may be 
possible if both fertilizer and rainfall are examined.

Usually the adjusted R2 again is an indicator of the 
“quality” of the model. 

Linear Regression (5)
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An example of Multiple Regression: 
Regression based on the model whereby Rainfall and 
Administrative measures supposedly explain Drought Disasters :

Linear Regression (6)
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This exercise led us to data including projects on 
improving the water resources of the state and there we 
obtained satisfying results :

A good fit of the model 

A common sense explanation: Pre monsoon rainfall and 
improving the water resources of the state influence the 
drought disaster results in ….

Linear Regression (7)
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“Partial Regression 
Coefficients indicate 
how much the 
dependent variable will 
change (per unit) if the 
corresponding 
independent variable is 
increased, if all other 
independent variables 
are held constant”.

Linear Regression (8)

MAM means rainfall in March, April and May
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This would mean: The unit of the 
dependent variable is one village.
• If we have a decrease of 
1 mm of pre monsoon rainfall we 
can expect 3 more village to be affected by drought.
• If we decrease our Minor Irrigation Schemes by 1Unit 
of Currency (∼200,000 US$) per year we can expect 322 more 
village to be affected by drought. Not necessarily the contrary 
will hold true increasing the output to reduce the number of 
affected villages but it is very likely

Linear Regression (9)
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Please bear in mind: We have constructed these models purely 
to show you the statistical tools. Once you are familiar you will 
have the opportunity to apply them in your professional field 
and you can refine the models, the underlying concepts and 
improve with the help of your own organization the quality and 
consistency of your data, thereby improving measurements and 
finally the analysis.  

Linear Regression (10)

There are obviously some limits to this model (small data range, 
explanation of the remaining variables) but the use of fact based 
information to explain causes of droughts in … might be more 
transparent to you than before. 

The purpose of this algorithm is to join together objects (e.g., animals) into successively larger clusters, using some measure of similarity or distance. A typical result of this type of clustering is the hierarchical tree. 

18/06/2013 Klaus Röder - Consultant 28

The joining or tree clustering method uses the dissimilarities 
(similarities) or distances between objects when forming the 
clusters. Similarities are a set of rules that serve as criteria for 
grouping or separating items. These distances (similarities) can 
be based on a single dimension (like GDP/capita) or multiple 
dimensions, with each dimension representing a rule or 
condition for grouping objects (like HDI). 

Cluster Analysis (1)

The purpose of the cluster algorithms is to join together objects 
(e.g. countries, animals) into successively larger clusters, using 
some measure of similarity or distance. A typical result of this 
type of clustering is the hierarchical tree. 

The purpose of this algorithm is to join together objects (e.g., animals) into successively larger clusters, using some measure of similarity or distance. A typical result of this type of clustering is the hierarchical tree. 
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So joining clusters for GDP/capita and HDI renders very different results

Cluster Analysis (2)

Interpretation of Results

The purpose of this algorithm is to join together objects (e.g., animals) into successively larger clusters, using some measure of similarity or distance. A typical result of this type of clustering is the hierarchical tree. 
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Cluster Analysis (3)

Computationally, you may think of this method as analysis of 
variance "in reverse." The program will start with n random 
clusters, and then move objects between those clusters with 
the goal to 1) minimize variability within clusters and 2) 
maximize variability between clusters. This is analogous to 
"ANOVA in reverse" in the sense that the significance test in 
ANOVA evaluates the between group variability against the 
within-group variability when computing the significance test 
for the hypothesis that the means in the groups are different 
from each other. 

The purpose of this algorithm is to join together objects (e.g., animals) into successively larger clusters, using some measure of similarity or distance. A typical result of this type of clustering is the hierarchical tree. 

Interpretation of Calculation of Results
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Factor Analysis(1)

In economic and social sciences one has to often to deal with 
indicators with a high degree of complexity, showing terms and 
multi relationships which cannot be expressed  simply by an 
individual variable, whose values were determined by a question 
of a questionnaire or by another simple measurement. 

The purpose of this algorithm is to join together objects (e.g., animals) into successively larger clusters, using some measure of similarity or distance. A typical result of this type of clustering is the hierarchical tree. 

The basic idea of the factor analysis 

Terms like „Creativity" , „Intelligence" , and „Qualification" or 
also apparently simpler terms like „Conjuncture" and „Living 
Standard" represent in each case for the expert a whole theory 
with a referred sentence of variables, which should be regarded 
in an appropriate representation of these terms.
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Factor Analysis(2)

With the factor analysis it is thought to be determined, whether 
in the examined variables  there are groups of variables present, 
which can be identified with the terms, indicators or 
“background variables". Such background variables are called 
factors in the context of the factor analysis. It is the goal of each 
factor analysis, to reduce the high degree of complexity, 
represented by the multiplicity of variables. Like this it is thought 
to make them interpretable and manageably by making these 
variables represented by as few a factors as possible.

The purpose of this algorithm is to join together objects (e.g., animals) into successively larger clusters, using some measure of similarity or distance. A typical result of this type of clustering is the hierarchical tree. 

More basic idea of the factor analysis 
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Factor Analysis(3)

Rotation 
The factors found in the second step are frequently difficult to interpret. By a suitable 
transformation one frequently succeeds, to point out more clearly the connection of the 
factors to the observation variables and facilitates the interpretation of the factors. 

The purpose of this algorithm is to join together objects (e.g., animals) into successively larger clusters, using some measure of similarity or distance. A typical result of this type of clustering is the hierarchical tree. 

The four steps of a factor analysis 

Factor values
Although the factors can be regarded in a certain way as complex “background” variables. 
factor values  can be computed and if necessary stored as variable for further analysis (e.g. 
regression)

Factor extraction
This step is called generally „extracting “of factors, whether the accepted factor model will 
be suitable to represent the variables in a simplified manner. 

Correlation Matrix 
From the correlation matrix can be read, which variables possibly should remain 
unconsidered because of their very small correlations with the other variables
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Factor Analysis and Principal Component Analysis

The purpose of this algorithm is to join together objects (e.g., animals) into successively larger clusters, using some measure of similarity or distance. A typical result of this type of clustering is the hierarchical tree. 

Similarities and Differences
PCA solves a problem similar to the problem of common factor analysis, but different 
enough to lead to confusion. It is no accident that common factor analysis was 
invented by a scientist (psychologist Charles Spearman) while PCA was invented by a 
statistician. PCA states and then solves a well-defined statistical problem, and except 
for special cases always gives a unique solution with some very nice mathematical 
properties.

In terms of a simple rule of thumb:
Run factor analysis if you assume or wish to test a theoretical model of latent factors 
causing observed variables.

Run principal components analysis If you want to simply reduce your correlated 
observed variables to a smaller set of important independent composite variables.
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Factor Analysis and PCA for Uganda (1) 

The purpose of this algorithm is to join together objects (e.g., animals) into successively larger clusters, using some measure of similarity or distance. A typical result of this type of clustering is the hierarchical tree. 

The Poverty Factor

Now this “Factor” consists of several  variables (above are some important ones) and we  
have “coined” the name “Poverty Factor” , which has had the following performance :
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Factor Analysis and PCA for Uganda (2) 

The Poverty Factor

In the next 
step we try 
to find 
variables 
influencing 
this factor 
“Poverty 
Factor” , and 
we find the 
following:
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Factor Analysis and PCA for Uganda (3) 

The Poverty Factor
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Factor Analysis, PCA and Regression for Uganda 

By interpreting the freely accessible WDI data, we can find quite substantial information 
about explaining factors of “Development” in Uganda:
We have accessed the data, treated, and analysed them in three steps:
1. The creation of indices like explained in module 1 and interpretation of “development” 

according to these indices.
2. The use of factor analysis to reduce the number of dimensions of the many data series 

we have in our final data set and interpretation of “development” according to these 
factors.

3. Use of regression analysis to interpret the influence of data on certain development, on 
indices, on factors, over the whole periods, and over certain decades.

This introduction had to be superficial and certainly left many open questions.
However, the introduction to the scenario should trigger the idea of pursuing access to fact-
based information for the interpretation to what happened in a country and why.
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Thank You for your active 
participation in the course and  your 

Attention!

The End


